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Convolutional Networks
Goal: To handle datasets with dispersed but shared features, 
using filter by convolution operation should be used, replacing 
the standard affine function.

Convolution: Having a sliding window of parameters that does 
element-wise multiplication and sums the products.

Note: Convolution can be represented as a matrix multiplication



Max / Average / Adaptive Pooling Layer
Goal: Reduce dimensionality of data for computational efficiency and can improve generalization

Max Pool: Within a window, return the max value

Average Pool: Within a window, return the average

Adaptive (or Global) Pool: Take an arbitrary size as input and outputs to the appropriate size



Recurrent Networks
Goal: To handle sequential datasets where order matters, a 
feedback is used to act as memory

Feedback: The previous output is fed through as part of the 
input. The first feedback is initialized with zeros (usually).

Note: Every input is fed through the same node, using the 
same parameters

Learning Technique: Uses backpropagation through time, 
which unfolds the loop and performs backpropagation.



Embedding Layer
Goal: Develop meaning behind each feature/word

LDA: Learn mapping word with various topics

Word2Vec: Uses MLP to learn words as vectors representation with 
contextual meaning.

FastText: Uses character n-grams, uses Word2Vec.

Ex. ‘Ride’ becomes <’rid’, ’ide’>, given n=3

GloVe: Uses word-word co-occurrence matrix, which contains word 
frequency in a context, and reduce it

ELMo: Uses bidirectional language model to learn words as vectors 
representation with contextual meaning. This can now look at each 
word in its actual context



Gatings: GRUs and LSTMs

Goal: Due to exploding/vanishing gradients (EVG) in recurrent 
cells, gated feedback connections are introduced.

EVG: Caused by reuse of parameters and how much the parameters 
diverge from 1 since repeated multiplication may make the gradient 
infinitely small or large

Gates: Instead of affine feedback, nonlinearities are introduced to 
manage memory better

LSTMs: Forget, Input, and Output

GRUs: Reset, Update


